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Abstract: This study applies the GRU (Gated Recurrent Unit) model when selecting
different values obatchsize, namely 16, 32, and 64, with varying epochs of 20, 50, 100,
150, and 200. The input data comprises observations collected by two GNSS CORS stations
from the VNGEONET network, namely HYEN and CTHO, spanning from August 10,
2019, to March 18, 2022nitially, GNSS CORS data is processed using Gamit/Globk
software to obtain the Upomponent, which serves as the input data for the GRU model.
The research results indicate that the statistical performance metrics of the model, such as
RMSE and MAE, de®ase while thedScore increases when the basire decreases and

the epoch value increases. In cases where theobhponent exhibits irregular variations
(seasonal fluctuations), the performance of the GRU model is subpar, witB@mrd-of O
observedvhen batcksize values are 32 and 64 and epoch value is 20. For data following
the pattern of CTHGCORS stationthe GRU model performs exceptionally well when
batchsize is 16 and epoch is 200. However, the forecasting performance is low for data
from HYEN CORS stationindicating the need for further investigation in the future.
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1. Introduction

Due to technological advancements, data collection rersdotomated, continuous, or
temporally dense, resulting in various types of time series data. Time series data in geospatial
applications include GNSS, satellite altimetry, remote sensing data, etc. GNSS data has been
applied in atmospheric layer researobeanic observations, soil moisture monitoring, ice
sheet observatior{g], and tectonic plate movemerjfj, etc. Altimetry time serieglata is
utilized in various marine activities, monitoring marine life, weather and climate forecasting,
coastal inundation monitoring due to sea level rise or subsidence, natural disaster mitigation,
etc. [3]. Remote sensingme seriesdata applicationsclude land cover classificatiord]|
forest monitoring ], erosion studiest], etc. Research] has highlighted the extensive
applications of artificial intelligence in large geospatial datasets, quality assessment, data
modeling and structuring, dateisualization and visual analytics, data mining, and
knowledge discoveryetc. With the establishmerdontinuosly operation reference station
(CORS), users are provided with tirseries data. The data provided by CORS station
networks can be applied in various fields such as tectonic plate movement monitoring, sea
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level monitoring, atmospheric reseaféhetc. Data collected by CORS stationrstly need

to be processed using higinecision GNSS data processing software such as Gamit/Globk
[9], Bernese 0] etc. The result of this processing is the daily coordinate components of
CORS stationsTo analyze the daily timseries data obtained as miened above, various
traditional solutions have been published, sudeastsquares estimation, moving ordinary
leastsquares wavelet decompositigwD), singular spectrum analysiSSA), Kalman
Filter (KF), adaptive wiener filtefAWF), or combinations thereofli]. Additionally,
artificial intelligence models have also been applied to an&y8Stime-series data.

Five artificial intelligence models, namedttention mechanism with long short time
memory neural network(AMLSTM), long short time memory neural netwofkSTM),
recurrent neural networK®NN), support vector maching&VM), andrandom fores{RF),
have been utilized for landslide detectiaf][ Additionally, the authors proposed combining
the complete ensemble empirical mode decomposition with adaptive (@EEMDAN)
technique with the LSTM model. Experimental results demonstrated that the CEEMDAN
LSTM model could be recommended for otherdiglide prediction studies and has
significant potential in landslide risk assessmé&he study{ 13] appliedGradient Boosting
Decision TregGBDT), LSTM, and SVM models to analy£eNSStime-series data. The
results showed that the proposed models RREE values ranging from 3mm to 5mm,
smaller than those of corresponding traditional methods. Moreover, artificial intelligence
models enable the integration of various factors causidgnith surface movement from
GNSStime serieslata [L3].

The GBDT modkhas been used as a benchmark against the XGBoost and RF models
for interpolating coordinate values (BNSStime-series data. The computational results
indicate that the Wgomponent is interpolated with up to 45% greater accuracy compared
to traditional methods, with the XGBoost model yielding the poorest interpolation results
[14]. For each different settingf batch size and epoch, different artificial intelligence
models will yield different prediction results. Researth] [has compiled errors for both
training and testing datasets using batch sizes ranging from 64 to 2048. The results indicate
that a batclsize of 128 yields the smallest error for both datasets. Additionally, resé@gfch [
has shown that the noise level increases as the loss decreases during training and largely
depends on the model size, with model performance being improved.

Research 7] has demonstrated that training with small batches has been proven to
improve generalization performance and allows for significantly smaller memory usage,
which can also be leveraged to enhance machine throughput. Nesterov and Adam optimizers
have been fond to train more efficiently than baseline models when using large batch sizes.
There have been several publications on the application of artificial intelligence in analyzing
time-series data. AuthorLp] employed a recurrent neural network to forecasammngful
wave heights for disaster prevention efforts in Vietham. Reseagihapplied an ANN
model to analyz&NSStime-series data, yielding an RMSE determination of 0.006m. RNN
models were chosen by authoi§|[to predict surface water quality with accuracy ranging
from 75% to 85%. Although some studies have been published, there has been no research
in the earth science field specifically addressing experimentatiordiffiénent batch sizes
and epochs to analyze tirseries data.

This study evaluates the performance of the GRU model by configuring different values
of batch size and epoch during model execution, applied in a typical case of analNa6g
time-series data.

2. Data and Researchmethodology
2.1 Data

The data used in this paper was collecteccdytinuosly operation reference station
(CORS) receivers, belonging to the VNGEONET network, namely CTHO and HYEN,
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provided bythe Department of Survey and Mapping, Vietnam. Information regarding the
GNSS data sed in this study is provided as shown in Table 1.

Table 1.Information about measurement data at GNSS CORS stations

Station name Time Receiver type Antenna type Interval
First epoch Last epoch yp yp (second)

CTHO LEIAR25.R4
HYEN 2019/08/10 2022/03/18  LEICA GR50 BT 30

The positions of the HYEN CORS station ar|
the CTHO CORS station are depicted as sha
in Figure 1.

TRUNG QUEC
CHINA

2.2 Methodology

The data as described in Table 1 w "=
processed using Gamit/Globk software to obti v
daily coordinate componentgincluding the | =sixzax
North, East, and Up componentsf the GNSS | munaw
CORS stations. Thap-component value serie:
was then utilized as the input data for the GF B e
model.The research methodology of the pape| Gamzon:
provided in Figure. ,

The GNSS data, once collected, will t ,.,:w..-.af%
converted into RINEX data format and analyz e SEYHO e gl g o
using theGamit/Globk software 1] to obtain | .,... MSW?@
daily coordinate components of the stations. T ' ' '
GNSS data processing procedure in this case
been presented in the study’]. Figure 1. The positions of the HYEN COR¢

The Gated Recurrent Unit (GRU) is a typestation and the CTHO CORS station.
of artificial neural network model, particulgrl
suited for sequential data processir~
tasks such as natural langua GNSS data
processing and time series analys
Developed as an enhancement of t
traditional recurrent neural networ
(RNN), the GRU addresses some
the shortcomings of the standal
RNN archiecture, particularly in \ /
handling longrange dependencie
and the vanishing gradient problen Training, test data set

One of the key features of th
GRU is its gating mechanism, whic

quén déo Hoang Sa
(Viét Nam)
Hoang Sa A:mpelagn

 J

Daily GNSS coordinate Al model
components

allows it to selectively update an —
forget information over time. This Changing the value of
mechanism consists of update ai batch size and epoch

reset gates, which regulate the flo
of information within the network. F
By adaptivelycontrolling the flow Model performance
of information, the GRU is able to statistics

capture relevalnt patterns — andrigure 2. Experimental method of artificial intelligence mod
dependencies in sequential dataesting with different batch sizes and epochs.
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more effectively. Compared to the long shiertm memory (LSTM) model, another popular
variant of the RNN architecture, the GRU offers ilamperformance with a simpler
structure, requiring fewer parameters to train and often achieving faster convergence during
training. Its computational efficiency and competitive performance make it a popular choice
for various sequence modeling task®ath research and practical applications.

Based on the selected model, Python language and library functions were utilized to
construct the experimental computation prograf) £4], etc.

To achieve the desired results, the research team conducted expeviitie batch sizes
set to 16, 32, and 64, and for epochs, values were assigned as 10, 50, 100, 150, and 200,
respectively. Model evaluation was performed by statistically analyzing performance
metrics including RMSE, MAE, and-$§core. To assess the perf@nce of the model,
evaluation methods similar to those used in studigs1[J] were employedThe operation
method of the GRU model in this case is depicted as shown in Figure 3

Output (yt)
L

Update
Gate

Hidden State || | || New Hidden State
(ht-1) [ H (ht-1)
Reset

Gate

Input (xt) |
Figure 3. Prediction method with the GRU model

3. Results andDiscussion

3.1 Results obtained with the dataset from HYEBRSstation

From the data in Table 2, it can be observed that the RMSE value increases rapidly when
the epoch value is small and the bagcte value increases from 16 to 64. For the Jaameh
size value, as the epoch value increases, the RMSE value decreases. In the case of the largest
batchsize value (with a value of 64), the RMSE value decreases very rapidly. The minimum
RMSE value for HYENCORS stations achieved at 0.010 when batsize = 16 and epoch
= 200.

Table 2. RMSE determination results with data from HYEMXDRSstation

. Epoch
Batch size 20 50 100 150 200
16 0.543 0.487 0.248 0.017 0.010
32 5.626 0.557 0.541 0.337 0.103
64 13.394 0.611 0.651 0.606 0.512
Table 3. MAE determination results with data from HYEN CORS station
. Epoch
Batch size 20 50 100 150 200
16 0.469 0.379 0.192 0.014 0.006
32 5.618 0.429 0.420 0.261 0.079
64 13.393 0.468 0.506 0.471 0.398

The variation in the MAE values for the input data fldMiEN CORS statioms similar
to RMSE. The minimum MAE value achieved is 0.006, corresponding to a$ia&chf 16
and epoch of 200.
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In Al applications, the fscore, also known as the-Btore, is a metric commonly used
to evaluate the performance of adoy classification model. It is the harmonic mean of
precision and recall, providing a single measure that balances between these two metrics.
Precision measures the proportion of true positive predictions among all positive predictions,
while recall meases the proportion of true positive predictions among all actual positives.
The Fscore ranges from 0 to 1, where a higher score indicates better performance. It's
particularly useful when the class distribution is imbalanced, as it considers both false
positives and false negatives. The determinegtBre results in this case are as follows:

Table 4.Results of FScore determination with data from HYEN CORS station

. Epoch
Batch size 20 50 100 150 200
16 0.312 0.181 0.417 1.000 1.000
32 0.000 0.181 0.179 0.265 0.473
64 0.000 0.146 0.174 0.174 0.179

Table 4 demonstrates the very high performance of the model when selectingibatch
= 16 and epoch = 200; when batike is set to 32 or 64, with epoch = 20, the model's
predictive performance equals 0. This aligns perfectly with the significantly large RMSE
and MAE valuesFigures4, 5, 6 below represent the predicted values, actual values on the
test dataset, the entire dataset, and the loss curve in the case @izetch6 and epoch =
200 for the HYEN CORS station dataset.

Figure 4. Predicted values on the test dataset of HYEN CGta&on

Figure 5. Actual and predicted values on the entire dataset of HYEN CORS station

From Figure 4, it can be observed that the predicted values are significantly higher than
the actual values. There are several factors that may contribute to this phenomenon,
including unusual fluctuations in the daily {dpmponent. To accurately conclude the



